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Abstract
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1. Introduction

Information about the future economic performance of a country is of uttermost importance in a number of applications. Policy makers need forecasts on future economic growth rates in order to design the correct stance of their policies. In finance, a field of application can be represented by the international accord known as Basel II, which sets, within a broader regulatory framework, new and more risk-sensitive capital requirements that naturally depend on the state of the economy\(^1\).

The Term Structure of Interest Rates (TSIR) and in particular the term spread, i.e. difference between long- and short-term interest rates, is a largely accepted indicator of market expectations about future economic performances. It is particularly attractive for this purpose as TSIR data are instantaneously available also for long maturities, so that forecasts are possible over long horizons as well.

The predictive power of the term spread about future economic performances basically stems from the Rational Expectation Hypothesis (EH), according to which long-term interest rates are averages of appropriate expected future short-term interest rates. In particular, when the market foresees a recession, a reduction in expected future short-term interest rates is anticipated and the TSIR flattens, so that a change in the slope of TSIR (i.e. in the term spread) indicates a change in the expected future economic performances.

The EH connection between the term spread and future real activity may be affected through two main channels: monetary policy and intertemporal consumers choices. Consider a tightening monetary policy: short-term interest rates rise, whereas long-term rates also rise but generally less than the former, leading to a reduction of the term spread. The contraction can induce lower spending in sensitive sectors of the economy and thus a slowdown in the economic growth rates (see Estrella (2005) for a comprehensive

\(^1\) For example, in Pederzoli and Torricelli (2005) a regime prediction is used to estimate default probabilities and hence capital requirements within the Basel II framework.
theoretical rational expectations model and Estrella and Mishkin (1997) for empirical
evidence in favour of the key role played by the monetary policy in the relationship
between the TSIR and future real output). On the other hand, intertemporal consumer
choice theory assumes that consumers prefer stable rather than fluctuating levels of income.
Accordingly, if a recession is expected consumers will increase savings and buy long-term
bonds to get payoffs during the slowdown, inducing a decrease of long-term yields. On the
other hand, they may sell short-term bonds making the relative yields rise. Therefore, when
a recession is expected, the term spread reduces and the TSIR flattens (see Harvey (1988)
for a full account).

Many empirical works in literature deal with the spread as a predictor of future economic
evolution but only a few have analysed this issue for the Italian case: e.g. Estrella and
for consistency between Euro area and individual countries, Marotta et al. (2005) forecast
recession likelihood to estimate default probabilities.

In order to contribute to the literature, the present work aims to test the predictive power of
the spread in Italy. The present analysis differs from previous works on the Italian case for
the following feature. First, two approaches are implemented in order to test the robustness
of the informative content of the term spread. In the former, the term spread is used as
explanatory variable of future growth rates of real economy and specifically a nonlinear
model is implemented, namely the Logistic Smooth Transition (LSTR) model. In the latter
the spread is used to predict the likelihood of future recessions and a binary probit model is
employed for the prediction of recession probabilities. Second, a more recent and a higher-
frequency dataset is used. More precisely, monthly rather than quarterly data are used, so
that a closer match between the business cycle chronology and the classification of
recession/ expansion periods in the sample under analysis is possible. Finally, a different
business cycle chronology is adopted, i.e. the OECD one, in order to assess the sensitivity of the results to the chronology used.

The remainder of the paper is organized as follows. Section 2 briefly reviews the literature on the predictive power of the term spread over economic growth rates and regime probabilities. Section 3 presents the econometric framework used to test the predictive power of the spread. Section 4 describes the dataset, the empirical analyses and discusses the results obtained. Section 5 reports probit in- and out-of-sample forecast evaluations and compares results with literature. Section 6 concludes.

2. – Literature Overview

Numerous studies provide evidence on the predictive content of the term spread for real output\(^2\). In particular, earlier works test the predictive power of the spread w.r.t. economic growth rates by means of simple linear models. Among others, Harvey (1989) reports that US real GNP growth rates 1- to 5-quarter ahead significantly depend on the contemporaneous values of the spread between 5-year T-Bond and 3-month T-Bill rates. Similarly, Estrella and Hardouvelis (1991) using US quarterly data observe that the slope of the TSIR measured by the spread between 10-year T-Bond and 3-month T-Bill rates predicts quite well both cumulative changes in real GNP and recession probabilities up to 4 years ahead. Cozier and Tkacz (1994) conclude that the spread predictive power on the changes in Canada real GDP is robust to the inclusion of additional informative variables (e.g. M1, real stock prices, Canada Leading Indicator and the output-gap). However, empirical evidence on the informative power of the spread is not always consistent between countries: Plosser and Rouwenhorst (1994) for instance confirm the predictive power of the spread for US, Canada and Germany, but not for France and UK.

By contrast, more recent works on this issue implement nonlinear models. Among others, Galbraith and Tkacz (2000) use quarterly data for the G7 countries and report empirical evidence of an asymmetric impact on the conditional expectations of output growth rates for US and Canada. They conclude that nonlinear smooth transition (STR) models with different regimes can be valuable to model this relationship and can help understand the impact of a regime shift on the relationship between output changes and the spread. Similarly, Venetis et al. (2003) employ a Smooth Transition model and find evidence of a strong threshold effect: the relationship between the spread and economic growth rates is stronger if past spread values do not exceed a given positive value. Finally, based on a rational expectation model, Estrella (2005) proves both theoretically and empirically that the relationship between changes in real output and the term spread depends on the coefficients of the monetary reaction function. In particular, the more adverse the policy maker to deviations from target inflation, the weaker the predictive power of the spread on future output changes. In other words, this relationship is not linear as it depends, at least partially, on the monetary regime in use.

As for the predictive power of the spread over future recessions, Estrella and Mishkin (1997) study the issue for France, Germany, Italy, UK and US and find different evidence depending on the country considered: stronger predictive power in US and Germany, weaker in UK and Italy. Dueker (1997) concludes that the spread not only can provide useful information about the likelihood of future US recessions, but it also outperforms other variables, although it can predict neither the precise onset nor the duration of the recessions. Similarly, Bernard and Gerlach (1998) find evidence of the spread predictive power on future recession probabilities up to two years ahead in eight countries (Belgium, Canada, France, Germany, Japan, the Netherlands, UK and US over the period 1972-1993).

---

3 Bec et al. (2002) find that the empirical description of monetary policy by linear Taylor rules sensibly improves using a STR form.
They also test its robustness to the inclusion of countries’ leading indicators and report a “cross-country” effect: German and US spreads are particularly significant also in Japan and UK regressions respectively. Sédillot (2001) compares the “quantitative approach” that uses the spread to forecast economic growth rates with the “qualitative” one, in which the spread is instead used to forecast recession probabilities, and concludes that for all countries considered (France, Germany and US) the latter provides an interesting alternative to the previous one. Moneta (2003) finds evidence in favour of the spread predictive power on future recession probabilities in the whole Euro area. Finally, in Marotta et al. (2005), recession probabilities are estimated employing a probit model with both domestic and international financial variables. They find that forecasts based on the ISAE (Istituto di Studi e Analisi Economica) chronology are improved if the ECRI (Economic Cycle Research Institute) chronology is adopted and underline the importance of a further analysis of the chronology selection.

3. – The methodology

3.1 – The spread as predictor of economic growth rates

Provided that Expectation Hypothesis holds⁴, the predictive power of the term spread w.r.t. future evolution of real economy can be tested by means of the following linear model:

\[ \Delta y_t^k = \alpha_0 + \sum_i \beta_i s_{t-i} + u_t \]  \hspace{1cm} (1)

where \( y_t \) is the log of a measures of the economy performance at time \( t \) and \( \Delta y_t^k \) is the annualized growth rate of the economy over the next \( k \) periods, \( s_{t-i} \) is the \( i \)-th lag of the spread between long- and short-term interest rates and \( u_t \) is the disturbance term.

⁴ EH can be tested in different ways ranging from simple regressions to cointegration tests (e.g. see Campbell and Shiller (1991), Boero and Torricelli (2002) and Sarno et al. (2005)). Here, a Johansen’s procedure has been implemented on interest rates prior to all other analyses. Evidence of cointegration and thus of EH to hold in Italy was find. Detailed results for this analysis are available upon request.
However, model (1) is too simple to fully capture the nature of relationship between the spread and economic growth rates\(^5\), which is in fact characterized by nonlinearities either in form of asymmetries (i.e. the relationship differs depending on past values of the spread being positive or negative) and/or of regime switching behaviour (i.e. the informational content of the spread changes with the regime in operation). In order to capture these potential nonlinearities, the Smooth Transition (STR) model can be suitably employed:

\[
\Delta y_t = \alpha + \sum_i \beta_i s_{t-i} + \left( \delta + \sum_i \phi_i s_{t-i} \right) G(\gamma, s_{t-d}, c) + u_t
\]

(2)

where \( G(\gamma, s_{t-d}, c) \) is the transition function which incorporates the nonlinearity of the model. \( G \) is bounded between 0 and 1 and its value depends on three different factors: (i) the slope or smoothness parameter \( \gamma > 0 \), that measures the speed of transition from one regime to another; (ii) the transition variable \( s_{t-d} \), represented here by the spread\(^6\), whose value \( d \) periods back determines the current operating regime, and (iii) the threshold \( c \), which in a two-regime STR model is a value such that if \( s_{t-d} \) lies below \( c \) the first regime operates, otherwise the second or alternative regime is activated. \( G \) can be either a logistic function:

\[
G(\gamma, s_{t-d}, c) = \left( \frac{1}{1 + \exp\left\{ -\frac{\gamma(s_{t-d} - c)}{\sigma_{s_{t-d}}} \right\}} \right)
\]

(3)

or an exponential function:

---

\(^5\) See among others Galbraith and Tkacz (2000) and Venetis et al. (2003).

\(^6\) Along with the spread, Venetis et al. (2003) consider several other variables as potential transition variables, such as past growth rates in aggregate economic activity, quarterly output-gap and time. However, as the null of linearity is rejected using all the variables and “the strongest rejections correspond to the spread […],” they “finally retain the lagged spread as the transition variable”.

---
where in both cases $\sigma_{s_{i-d}}$ represents the standard error of the transition variable. Thus, depending on the specification of $G$, model (2) can either be a Logistic Smooth Transition (LSTR) or an Exponential Smooth Transition (ESTR) model. The LSTR asymmetry depends on the threshold $c$, which can be 0 or any other positive or negative value. Similarly, ESTR is symmetric w.r.t $c$ because it displays the same dynamics for values of $s_{i-d}$ far higher and lower than $c$ and a different one for values of $s_{i-d}$ nearby $c$. The choice between LSTR and ESTR can be theoretically and/or empirically grounded. Theoretically the former seems more suitable for modelling the relationship under analysis because high spreads typically suggest increasing economic growth while low spreads usually point at a growth slowdown. Nevertheless, as in Venetis et al. (2003), the choice can be made empirically by testing the following sequence of null hypotheses:

$$H_0^1: \beta_3 = 0$$

$$H_0^2: \beta_{2i} = 0 \mid \beta_{3i} = 0$$

$$H_0^3: \beta_{3i} = 0 \mid \beta_{2i} = \beta_{3i} = 0$$

on the auxiliary regression:

$$\Delta y^k_t = \beta_{00} + \sum_{i} \left( \beta_{0i} s_{i-d} + \beta_{1i} s_{i-d}^2 + \beta_{2i} s_{i-d}^3 \right) + \epsilon_t$$

If the p-value for the F-Statistics of $H_0^2$ is lower than that for $H_0^1$ and $H_0^3$ then the exponential function is chosen, otherwise the logistic specification of $G$ is preferred.
3.2 – The spread as predictor of recession probabilities

A second approach to test the information content of the TSIR is based on the predictability view of the business cycle and uses the term spread to predict economic recession $k$ periods ahead.

The dependent variable used in this case, named \textit{recession}, is an indicator variable assuming value 1 if the economy is in a recession and 0 otherwise. Following Estrella and Hardouvelis (1991) and Estrella and Mishkin (1997), a probit model can be used\textsuperscript{7}:

$$P(recession,) = F(\alpha_0 + \alpha_1 s_{t-k})$$

(9)

where $F$ indicates the normal cumulative distribution function. If $\alpha_1$ is statistically significant, then the spread contributes to predict future recessions’ probabilities and fitted values are the estimated probabilities of the economy being in a recession $k$ periods ahead conditional on the information in the current term spread.

In order to test the robustness of the predictive power of the spread, the role of additional variables can be tested by means of the following regression:

$$P(recession,) = F(\alpha_0 + \alpha_1 s_{t-k} + \alpha_2 X_{t-k})$$

(10)

where $X_{t-k}$ is an - or a series of - additional explanatory variable. If $\alpha_1$ is significant in (9) but not in (10), then the predictive power of the spread is not robust to the inclusion of other informative variables.

Finally, the contribution of the spread in predicting future recessions’ probabilities is evaluated on the basis of in- and out-of-sample forecasts. To this end, forecast performances of model (10) are compared with those of a benchmark model including the LI only, i.e.:

\textsuperscript{7} A logit model could alternatively be used (as in Artis et al. (2004)). In this paper a logit model was estimated on the same dataset with similar results.
\[ P(\text{recession}_t) = F(\alpha_i + \alpha_2 L_{t-k}) \]  

(11)

The in-sample forecasts of models (10) and (11) are compared on the basis of the number of Hits (i.e. the model predicts recession when there is indeed recession) and of False Alarms (i.e. the model predicts recession when it does not occur). The out-of-sample forecast performances of the two models are compared by means of three measures: the Quadratic Probability Score (QPS), the Log Probability Score (LPS) and the Kuipers Score (KS). QPS is a loss function bounded between 0 and 2 defined as:

\[
QPS = \frac{2}{T} \sum_{t=1}^{T} (\tilde{p}_t - \text{recession}_t)^2
\]

(12)

LPS is a non-negative function, which penalizes large mistakes more than QPS, which is computed as follows:

\[
LPS = -\frac{1}{T} \sum_{t=1}^{T} [(\text{recession}_t)^* \ln(\tilde{p}_t) + (1 - \text{recession}_t)^* \ln(1 - \tilde{p}_t)]
\]

(13)

Finally, KS by construction penalizes “one-prediction” models, i.e. those forecasting always recession or expansion, as it is defined as the difference between the percentage of Hits (H) and the percentage of False Alarms (F), respectively computed as:

\[
H = \frac{\sum_{t=1}^{T} (\text{recession}_t)^* I(\tilde{p}_t \geq \bar{p})}{\sum_{t=1}^{T} (\text{recession}_t)} \quad \text{and} \quad F = \frac{\sum_{t=1}^{T} (1 - \text{recession}_t)^* I(\tilde{p}_t \geq \bar{p})}{\sum_{t=1}^{T} (1 - \text{recession}_t)}
\]

(14)

where \( \bar{p} \) is a threshold value (bigger than the sample proportion) such that for \( \tilde{p} \geq \bar{p} \) the model predicts recession.
4. - Dataset and Empirical Results

The dataset\(^8\) spans over the period December 1983 - July 2005 and includes monthly observations for four variables in Italy: the spread, the OECD Composite Leading Indicator, a proxy for the economic activity and a dummy variable for the recession. A few observations are here in order. First, different measures of the term spread have been proposed in literature (e.g. see Harvey (1989) and Dueker (1997)). This paper sticks to the most widespread one: the spread between 10-year and 3-month rates, whereby the former is represented by the 10-year Italian Government Bond Yield and the latter by the 3-month Eurorate. Second, as a proxy for real activity the seasonally adjusted Index of Industrial Production has been preferred to the GDP since data for the latter are available only on a quarterly basis. Finally, the dummy variable for recession has been created according to the OECD chronology (see Table 1), assigning to each month in the sample value 1 if falling within a recession, i.e. between a peak and a trough, and 0 otherwise\(^9\).

<table>
<thead>
<tr>
<th>Peak</th>
<th>Trough</th>
<th>Duration (in months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>--</td>
<td>May 1983</td>
<td>--</td>
</tr>
<tr>
<td>August 1984</td>
<td>January 1987</td>
<td>30</td>
</tr>
<tr>
<td>December 1989</td>
<td>April 1991</td>
<td>16</td>
</tr>
<tr>
<td>September 1991</td>
<td>December 1993</td>
<td>27</td>
</tr>
<tr>
<td>December 1995</td>
<td>May 1999</td>
<td>41</td>
</tr>
<tr>
<td>December 2000</td>
<td>November 2001</td>
<td>11</td>
</tr>
<tr>
<td>July 2002</td>
<td>May 2003</td>
<td>11</td>
</tr>
<tr>
<td>January 2004</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

*source OECD (see www.oecd.org)*

\(^8\) Data source: Datastream.

\(^9\) Since a precise dating of recessions is quite difficult, different sources usually provide different chronologies; see for a comparison the chronologies proposed by Euro Area Business Cycle Network (EABCN), Economic Cycle Research Institute (ECRI) and Istituto di Studi e Analisi Economica (ISA E). As stressed in Moneta (2003) and in Marotta et al. (2005), results are sensible to the chronology considered.
4.1 - The spread as predictor of economic growth rates

As a first step, the basic linear model (1) was estimated over four forecast horizons (k=3,6,12,24 months) and including six lags of the term spread (i=1,3,6,12,18,24 months). Note that, given the monthly frequency of the data, the annualized rate of growth over next k periods is $\Delta y_t^k = \left( \frac{1200}{k} \right) (y_{t+k} - y_t)$. Overall OLS estimates for $\beta_i$ are neither correctly signed nor statistically significant and regression $R^2$ turn out to be very low for each specification of model (1). Furthermore, two nonlinearity tests, namely the RESET and the Luukkanen, Saikkonen and Teräsvirta (1988) test (see Appendix), reject the null of linearity at least at a 5% level of significance. Thus, in line with the most recent literature, the following nonlinear model is implemented:

$$\Delta y_t^k = \alpha + \sum \beta_i s_{t-i} + \left( \delta + \sum \phi_i s_{t-i} \right) G(\gamma, s_{t-d}, c) + u_t$$

where $\gamma$ is the speed of adjustment between one regime and the other, $d$ is the delay parameter, $c$ the threshold and $\sigma_{s_{t-d}}$ the standard error of the delayed spread. Model (2) could either be a LSTR or an ESTR depending on the transition function $G$ being respectively logistic or exponential. Even if the former seems theoretically more appropriate, as in Venetis et al. (2003) the final choice is carried out empirically by testing the sequence of null hypotheses (5)-(7) on the auxiliary regression (8). Consistently with what suggested by theory, the logistic specification for $G$ is chosen as the p-values for $H_0^2$ F-test are systematically bigger than those for the other two hypotheses (see Table 2).

---

10 Detailed results for these analyses are available upon request.
11 For the determination of the delay parameter $d$ see the Appendix.
Thus, the nonlinear model estimated with Nonlinear Least Squares (NLS) is specified as:

\[
\Delta y_t^k = \alpha + \sum_{i} \beta_i s_{t-i} + \left( \delta + \sum_{i} \phi_i s_{t-i} \right) \left( \frac{1}{1 + \exp \left\{ -\gamma (s_{t-d} - c) / \sigma_{s_{t-d}} \right\}} \right) + u_t, \quad (2')
\]

Estimates are expected to be: positive for $\beta_i$ and negative for $\phi_i$. In other words, if the lagged value of the spread is lower than $c$, i.e. the first regime is activated, an increase in the spread points to an increase in the economic activity, while if the second regime is active (i.e. if the spread is already exceptionally high and above the positive threshold $c$) an additional increase in the spread leads to a reduction in economic growth.

### Table 2: F-statistics and p-values for the choice of the transition function.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$d$</th>
<th>$H_0^k: \beta_{yi} = 0$</th>
<th>$H_0^k: \beta_{zi} = 0 \mid \beta_{yi} = 0$</th>
<th>$H_0^k: \beta_{ui} = 0 \mid \beta_{zi} = \beta_{yi} = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F-stat</td>
<td>p-value</td>
<td>F-stat</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3.057</td>
<td>0.007</td>
<td>1.620</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>5.497</td>
<td>0.000</td>
<td>5.342</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>10.212</td>
<td>0.000</td>
<td>2.804</td>
</tr>
<tr>
<td>24</td>
<td>11</td>
<td>9.624</td>
<td>0.000</td>
<td>2.371</td>
</tr>
</tbody>
</table>

A general-to-specific approach is adopted to select the significant spreads: all lagged spreads ($i=1,3,6,12,18,24$ months) are initially included, then the non-significant ones are sequentially eliminated and the nonlinear models re-estimated till the appropriate final specifications are found. As the initial NLS estimates for $\gamma$ (see Table 3) are always very

### Table 3: Initial estimates for $\gamma$.

<table>
<thead>
<tr>
<th>Forecast horizon</th>
<th>Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k=3$</td>
<td>258.0350</td>
</tr>
<tr>
<td>$k=6$</td>
<td>282.5378</td>
</tr>
<tr>
<td>$k=12$</td>
<td>289.2488</td>
</tr>
<tr>
<td>$k=24$</td>
<td>270.3917</td>
</tr>
</tbody>
</table>

12
high, indicating that only a few observations are actually near the threshold $c$, they are replaced with a ceiling value of 100 and the models are re-estimated\textsuperscript{12}.

Table 4 reports NLS estimation outputs of the final specifications for LSTR model (2’) in their for each forecast horizon $k=3,6,12,24$ months. Regardless of $k$, the most significant coefficients are associated with the last 6-month, one-year and two-year spreads and all significant coefficients have quite high magnitudes. Italian data thus validate what suggested by economic theory: i.e. the term spread has a significant role as an explanatory variable of economic growth rates, even if with some delay. Furthermore, most $\beta_i$ coefficients have negative sign (with the only exception of last-year spread when $k=12$) and $\phi_i$ positive. This seems reasonable given the negative estimates for the threshold $c$ that increases with the forecast horizon from -2.21 to a value not significantly different from 0. These results thus prove the existence of a threshold relationship between the spread and expected economic growth rates: in other words, evidence in favour of the informative content of the term spread is provided and the need for a nonlinear specification is validated. In fact, the ratio $\sigma_{NL}/\sigma_L$ is always less than one and thus indicates the nonlinear specification as more appropriate than the linear one.

\textsuperscript{12} The procedure is in line with Venetis et al. (2003). It could lead to inconsistent estimates; however, the bias is practically negligible provided that $\gamma$ is sufficiently large.
Table 4: Estimation output of the LSTR model\(^\text{§}\).

\[ \Delta y_i^k = \alpha + \sum_{r} \beta_i s_{r-i} + \left( \delta + \sum_{r} \phi_i s_{r-i} \right) \left\{ \frac{1}{1 + \exp \left[ -\gamma (s_{r-d} - c) / \sigma_{s-r-d} \right]} \right\} + u_i, \]

<table>
<thead>
<tr>
<th>Model</th>
<th>( \alpha )</th>
<th>( \beta_{24} )</th>
<th>( \delta )</th>
<th>( \phi_6 )</th>
<th>( c )</th>
<th>( \sigma_{NL} / \sigma_L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>( d )</td>
<td>( 3 )</td>
<td>( 6 )</td>
<td>( 12 )</td>
<td>( 24 )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>5.9480***</td>
<td>( \alpha )</td>
<td>0.2319</td>
<td>( \alpha )</td>
<td>2.3741***</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \beta_{24} )</td>
<td>-2.1994***</td>
<td>( \beta_{12} )</td>
<td>-1.0965*</td>
<td>( \beta_{12} )</td>
<td>0.5913*</td>
<td>( \beta_{24} )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>-4.8050*</td>
<td>( \beta_{24} )</td>
<td>-3.6323***</td>
<td>( \delta )</td>
<td>-1.2801***</td>
<td>( \delta )</td>
</tr>
<tr>
<td>( \phi_6 )</td>
<td>0.9434**</td>
<td>( \delta )</td>
<td>1.5990*</td>
<td>( \delta )</td>
<td>-1.9253**</td>
<td>( \phi_{24} )</td>
</tr>
<tr>
<td>( c )</td>
<td>-2.2110***</td>
<td>( \phi_{24} )</td>
<td>1.8253***</td>
<td>( \phi_6 )</td>
<td>0.8459**</td>
<td>( c )</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>( \phi_{24} )</td>
<td>1.7001***</td>
<td>( \phi_{24} )</td>
<td>0.5493**</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>( c )</td>
<td>-0.3585***</td>
<td>( c )</td>
<td>-0.1407***</td>
<td>-</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.118882</td>
<td>0.313220</td>
<td>0.307339</td>
<td>0.195372</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_{NL} / \sigma_L )</td>
<td>0.99049723</td>
<td>0.96577094</td>
<td>0.96278907</td>
<td>0.95910198</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \text{Tests} \) | \( \text{Stat.} \) | \( \text{Prob.} \) | \( \text{Stat.} \) | \( \text{Prob.} \) | \( \text{Stat.} \) | \( \text{Prob.} \) | \( \text{Stat.} \) | \( \text{Prob.} \) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterosk.</td>
<td>0.9827</td>
<td>0.4550</td>
<td>1.5101</td>
<td>0.1453</td>
<td>1.6685</td>
<td>0.0403</td>
</tr>
<tr>
<td>Autocorr.</td>
<td>10.361</td>
<td>0.0000</td>
<td>12.723</td>
<td>0.0000</td>
<td>21.796</td>
<td>0.0000</td>
</tr>
<tr>
<td>Normality</td>
<td>2.2505</td>
<td>0.3245</td>
<td>4.5813</td>
<td>0.1011</td>
<td>3.8206</td>
<td>0.1480</td>
</tr>
</tbody>
</table>

\( \text{§} = \text{*, ** and *** denote a 10%, 5% and 1% level of significance respectively.} \)

\( \text{# = Just F-Stat are reported for Heteroskedasticity and Autocorrelation tests, as Obs}^2 \text{R}^2 \text{ always give similar results.} \)

4.2 - The spread as predictor of recessions’ probabilities

Table 5 reports the estimation output of the probit model over forecast horizons of 3, 6, 12 and 24 months:

\[ P(\text{recession}_i) = F(\alpha_0 + \alpha_1 s_{r-k}) \quad (9) \]

The coefficients associated with the spread all have the correct theoretical sign (i.e. negative) and, except for \( k=12 \), they all are strongly significant, with estimated values varying between -0.21 and -0.42. Italian data thus corroborate the existence of a significant link between the spread and recession probabilities.
### Table 5: Estimates of Probit model (9).

<table>
<thead>
<tr>
<th></th>
<th>k=3</th>
<th>k=6</th>
<th>k=12</th>
<th>k=24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>0.3193***</td>
<td>0.3228***</td>
<td>0.2379***</td>
<td>0.0747</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-0.2394***</td>
<td>-0.2124***</td>
<td>-0.0335</td>
<td>-0.4172***</td>
</tr>
<tr>
<td>RRS</td>
<td>58.50485</td>
<td>58.25507</td>
<td>59.46097</td>
<td>49.99486</td>
</tr>
<tr>
<td>S.E. of regr.</td>
<td>0.480879</td>
<td>0.482722</td>
<td>0.493652</td>
<td>0.464214</td>
</tr>
<tr>
<td>Log-lik.</td>
<td>-165.9178</td>
<td>-164.7849</td>
<td>-166.4095</td>
<td>-143.5784</td>
</tr>
<tr>
<td>Restricted Log-lik</td>
<td>-172.9822</td>
<td>-171.9949</td>
<td>-170.4948</td>
<td>-143.9348</td>
</tr>
<tr>
<td>*McFadden $R^2$</td>
<td>0.041545</td>
<td>0.033242</td>
<td>0.000892</td>
<td>0.102644</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>0.0550</td>
<td>0.0568</td>
<td>0.0331</td>
<td>0.0030</td>
</tr>
</tbody>
</table>

* = Measures of fit typically used for binary regressions. McFadden $R^2$ is computed as \(1 - \frac{\log(L_u)}{\log(L_c)}\), where \(\log(L_u)\) and \(\log(L_c)\) are respectively the unconstrained and constrained log-likelihood of the model, the latter being obtained when all the slope coefficients are constrained to zero. $\Phi$ is instead defined as \(\Phi = 1 - \left(\frac{\log(L_u)}{\log(L_c)}\right)^2\).

In order to test the robustness of this result, model (9) is re-estimated including an additional explanatory variable. While some authors (e.g. Estrella and Mishkin (1997)) include into the model more than one variable, in this paper only the OECD Composite Leading Indicator (hereafter LI) is included in (10) as it already encloses several economic indicators\(^\text{13}\). Table 6 thus reports the estimation output of the following model:

\[
P(\text{recession}) = F(\alpha_0 + \alpha_1 s_{t-k} + \alpha_2 LI_{t-k})
\]  

(10')

### Table 6: Estimates of Probit model (10').

<table>
<thead>
<tr>
<th></th>
<th>k=3</th>
<th>k=6</th>
<th>k=12</th>
<th>k=24</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>-1.0956</td>
<td>-0.7210</td>
<td>0.6297</td>
<td>1.3987</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>-0.3130***</td>
<td>-0.2652***</td>
<td>-0.0154</td>
<td>-0.4842***</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.0151</td>
<td>0.0111</td>
<td>-0.0042</td>
<td>-0.0142</td>
</tr>
<tr>
<td>RRS</td>
<td>58.21912</td>
<td>58.10119</td>
<td>59.43850</td>
<td>49.75950</td>
</tr>
<tr>
<td>S.E. of regr.</td>
<td>0.480654</td>
<td>0.483051</td>
<td>0.494573</td>
<td>0.464122</td>
</tr>
<tr>
<td>Log-lik.</td>
<td>-165.1964</td>
<td>-164.3997</td>
<td>-166.3543</td>
<td>-142.9602</td>
</tr>
<tr>
<td>Restricted Log-lik</td>
<td>-172.9822</td>
<td>-171.9949</td>
<td>-170.4948</td>
<td>-143.9348</td>
</tr>
<tr>
<td>*McFadden $R^2$</td>
<td>0.045713</td>
<td>0.035502</td>
<td>0.001223</td>
<td>0.106507</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>0.0606</td>
<td>0.0598</td>
<td>0.0335</td>
<td>0.0083</td>
</tr>
</tbody>
</table>

* = See Table 5 for definitions.

\(^\text{13}\) See [www.oecd.org](http://www.oecd.org) for additional information.
The coefficients associated with LI are never statistically different from zero while, consistently with model (9) the spread coefficients remain strongly significant and negatively signed in all cases but k=12. Furthermore, the inclusion of LI into the model produces only minor changes in both fit measures McFadden $R^2$ and $\phi$, suggesting that no relevant improvement of the model is produced when LI is included. Therefore Italian data not only confirm the link existing between the term spread and future recessions’ probabilities, but also prove its robustness to the inclusion of an additional informative variable such as LI.

5. – Forecast evaluation: a comparison with the literature

The predictive power of the spread can be evaluated by means of the forecast performance of the above-estimated models. However, as forecasts with nonlinear LSTR model are quite cumbersome\(^{14}\), in this paper the focus is on the probit model only which allows for simpler but still effective forecasts.

More precisely, in- and out-of-sample forecasts of the benchmark model (11) including the LI only are compared with those of model (10') including both LI and the term spread. In order to compute the number of Hits and False Alarms, we assume that the model predicts a recession when $\tilde{p}_t \geq 0.55$. For the model to predict a recession, the fitted probability must increase above the sample proportion that in this case is 0.5231\(^{15}\). It follows that the rule taken in other papers, $\tilde{p}_t \geq 0.5$, cannot be adopted here since the model would always predict recessions. Hence, in order to compensate for the prudent OECD chronology, a slightly higher but still reasonable threshold is chosen.

\(^{14}\) See for instance Granger and Teräsvirta (1993) and Clements et al. (2004).

\(^{15}\) Our sample counts for 136 periods classified as recessions out of 260 since in OECD chronology also minor cycles are taken into account.
The number and proportion of Hits and False Alarms of the in-sample forecasts for both models are reported in Table 7. In all cases the model including the spread displays a higher number of Hits and a smaller (or in one case equal) number of False Alarms. Thus, in-sample forecasts confirm that the spread actually adds useful information to predict future recessions and hence substantiate its predictive power.

<table>
<thead>
<tr>
<th>Model</th>
<th>( P(\text{recession}) = F(\alpha_0 + \alpha_2 L_{t-k}) )</th>
<th>( P(\text{recession}) = F(\alpha_0 + \alpha_1 s_{t-k} + \alpha_2 L_{t-k}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td># Obs.</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
<tr>
<td>Hits</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
<tr>
<td>%</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
<tr>
<td>False Alarms</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
<tr>
<td>%</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
</tbody>
</table>

Out-of-sample forecasts are computed over the period January 1995 – July 2005 and are evaluated on the basis of three measures: the Quadratic Probability Score (QPS), the Log Probability Score (LPS) and the Kuipers Score (KS). Table 8 reports a comparison between the two models. Loss-functions QPS and LPS always assume lower values in the model including the spread as well and hence the latter has additional predictive power. However, the effects of the prudential OECD chronology are confirmed by KS, which scores zero as the model always predicts recession or expansion.

<table>
<thead>
<tr>
<th>Model</th>
<th>( P(\text{recession}) = F(\alpha_0 + \alpha_2 L_{t-k}) )</th>
<th>( P(\text{recession}) = F(\alpha_0 + \alpha_1 s_{t-k} + \alpha_2 L_{t-k}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy Measure</td>
<td>\begin{tabular}{c</td>
<td>c</td>
</tr>
</tbody>
</table>
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In sum both in- and out-of-sample forecasts prove that the term spread can provide useful information to forecast future recessions in Italy. Based on this evidence, the spread only is employed to predict future recessions and the fitted recession probabilities of model (9) are compared with actual recessions as from the OECD chronology (see Graph 1). The spread forecasts are not fully satisfactory for the period 1984-1990 but they appear more accurate starting from the beginning of 1991. The spread alone actually predicts all major recessions (91-93, 95-99, 00-01) reported also by ISAE and ECRI chronologies, gives just one False Alarm in July 1995 and captures the recurring regime of recession of last five years reported by OECD chronology.

Since no previous works has empirically tested the predictive power of the spread in Italy by means of both approaches followed here, a straight comparison of our results with existing literature is not possible. However, a few recent works have tested the informative content of Italian term spread w.r.t. recession probabilities: Estrella and Mishkin (1997), Moneta (2003), Artis et al. (2004), and Marotta et al. (2005). Dataset frequency, model estimated and chronology used in each of these studies are reported in Table 9.
Table 9: Comparison with existing literature.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Dataset period and frequency</th>
<th>Model</th>
<th>Chronology*</th>
</tr>
</thead>
<tbody>
<tr>
<td>This study</td>
<td>1983 – 2005 Monthly Probit</td>
<td>OECD</td>
<td></td>
</tr>
</tbody>
</table>

* = CCIBCR stands for Columbia Centre for International Business Cycle Research, ECRI for Economic Cycle Research Institute and ISAE for Istituto di Studi e Analisi Economica.

Estrella and Mishkin (1997) analyse the informative content of term spread on real activity in Italy at a comparative level with France, Germany, UK and US. As for Italian case they report that the term spread has a predictive power on recession probabilities up to one and two years ahead and the result is robust to the inclusion of other monetary indicators. Moneta (2003) tests the predictive power of the spread in Italy, France and Germany to check whether evidence for the whole Euro area, which is basically the focus of the paper, and for single countries are consistent. Even if less strong than in Germany, the author finds a significant predictive power of the term spread also in Italy and shows that the spread is more powerful than the OECD Composite Leading Indicator in forecasting recessions. Artis et al. (2004) test the predictive power of the term spread on recession probabilities three-months ahead in Italy together with Germany, France, and UK. Even if here a logistic rather than a probit model is used, a significant informative content of the term spread is reported. Marotta et al. (2005) estimate recession probabilities for an application to the Basel II capital requirement formula, performing the forecast within a probit model and comparing two different chronologies, namely ISAE and ECRI ones. In both cases evidence in favour of the term spread predictive power is found, even if forecast performance sensibly improves when ECRI chronology is adopted.

By a comparative inspection between the results in this paper and previous ones, two main remarks are in order. First, in line with the literature the predictive power of the spread is here validated, despite different approaches, dataset and chronologies are adopted. Thus,
the overall informative content of the term spread turns out to be robust to the methodology used for the empirical analysis. On the other hand some results appear to be sensitive to the setup taken in the empirical investigation (recalled in Table 9). Artis et al. (2004) observe that the predictive power of the spread is not maintained when other informative variables are considered. In contrast, the robustness of the informative content of the term spread to the inclusion of additional variables is here validated, in line Estrella and Mishkin (1997), Moneta (2003) and Marotta et al. (2005). Furthermore, our results indicate that the term spread predictive power is stronger for long forecast horizons, i.e. up to two years ahead as in Estrella and Mishkin (1997). Moneta (2003) reports instead that the informative content of the spread weakens as the forecast horizons widens.

In sum, the choices concerning the methodology, the dataset and the chronology adopted have to be taken seriously into account in interpreting results and using them for policy issues.

6. Conclusions and Further Research

Many papers in the literature claim that the TSIR can provide useful information about future economic performance and that the term spread has a particular predictive power w.r.t. both growth rates and recession probabilities. Given that only a few works have analysed this issue for the Italian case, the aim of this paper is to test the predictive power of term spread in Italy.

This paper differs from the previous ones on the issue for the dataset, the business cycle chronology and the methodology used. First, a more recent and higher-frequency dataset is used, spanning over the period December 1983 – July 2005 and including monthly rather than quarterly observations, that allow a better match between the business cycle chronology and the classification of recession/expansion periods in the sample under
analysis is possible. Second, as previous works point at the sensitivity of the results to the chronology used (see Moneta (2003) and Marotta et al. (2005)), the OECD chronology, never used in previous works related to Italian case, is here adopted. Finally, two approaches are here implemented to assess the informative content of the term spread on real activity: in the first the spread is used to forecast economic growth rates and in the second it is used as predictor of future recession probabilities. As for the former the nonlinear Logistic Smooth Transition (LSTR) model is estimated implementing a general-to-specific procedure to find the best specification for each forecast horizon under analysis. As for the second approach a binary probit model is employed, using as explanatory variables either the spread alone or the spread along with the OECD Composite Leading Indicator (LI). Both approaches consistently provide evidence in favour of the term spread informative power: spread’s coefficients are overall significant, especially those associated with last 1- and 2-year lag spreads, consistently with economic theory and empirical evidence generally reported in previous studies. Moreover, in- and out-of-sample probit forecast performances are evaluated, proving that the term spread can actually provide valuable information to forecast Italian business cycle and that this predictive power is robust to the inclusion of other informative variables, such as the OECD LI.

Our analyses can be extended in several ways. The LSTR model estimated, although providing a significant improvement over the linear specification, still displays some imperfections (e.g. $\sigma_{NL}/\sigma_L$ ratio never below 0.95, low $R^2$). Thus either a LSTR model with more than two regimes (e.g. three: high, mid and low spread values) or different and more complex nonlinear specifications can be investigated. As for the predictive power of the spread w.r.t. recession probabilities, the robustness of our results may be further tested including into the model other informative financial variables, both national (e.g. real money supply, short-term interest rates) and international (e.g. foreign spreads).
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Appendix - Luukkonen, Saikkonen and Teräsvirta test and delay parameter $d$.

While the Regression Specification Error Test (RESET) tests for general types of specification errors (e.g. incorrect functional forms as well as omitted variables), the test originally proposed by Luukkonen, Saikkonen and Teräsvirta (1988), LST test hereafter, is more specifically focussed on the nonlinearity specification of the model. Note that linearity of models such as (1) could be simply verified by testing $H_0 : \gamma = 0$ versus $H_1 : \gamma > 0$ on (2) since under the null $G$ is a constant and the model collapses back into its original linear specification. However, in such a case, the parameters $c$, $\alpha$, $\beta$ could assume any value, so that the model would not be identified. As a consequence, LST test needs instead to be used. According to it the linearity of models such as (1) is tested running the following auxiliary regression:

$$
\Delta y_t^k = \beta_{00} + \sum_i \left( \beta_{0i} s_{t-d} + \beta_{1i} s_{t-1} s_{t-d} + \beta_{2i} s_{t-1} s_{t-2} + \beta_{3i} s_{t-1} s_{t-3}^3 \right) + \epsilon_t \quad (A1)
$$

and then testing the following joint-significance hypothesis:

$$
H_0 : \beta_{0i} = \beta_{2i} = \beta_{3i} = 0 \quad (A2)
$$

where the delay parameter $d$ is chosen for each horizon $k$ as the one that minimizes the p-value (see Table 10) of the null being tested, in this case $(A2)$. Rejection of $(A2)$ implies non lineairities, even though it does not say which kind of nonlinearity is actually missed by the model.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$K=3$</th>
<th>$K=6$</th>
<th>$K=12$</th>
<th>$K=24$</th>
<th>$d$</th>
<th>$K=3$</th>
<th>$K=6$</th>
<th>$K=12$</th>
<th>$K=24$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0488</td>
<td>0.0053</td>
<td><strong>0.0000</strong></td>
<td>0.0000</td>
<td>7</td>
<td>0.0071</td>
<td>0.5646</td>
<td>0.0101</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.0012</td>
<td><strong>0.0000</strong></td>
<td>0.0000</td>
<td>0.0000</td>
<td>8</td>
<td>0.0122</td>
<td>0.6994</td>
<td>0.0105</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td><strong>0.0000</strong></td>
<td>0.0140</td>
<td>0.0000</td>
<td>0.0000</td>
<td>9</td>
<td>0.0007</td>
<td>0.9567</td>
<td>0.0681</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>0.0000</td>
<td>0.0869</td>
<td>0.0000</td>
<td>0.0000</td>
<td>10</td>
<td>0.0043</td>
<td>0.5627</td>
<td>0.0809</td>
<td>0.0000</td>
</tr>
<tr>
<td>5</td>
<td>0.2179</td>
<td>0.1522</td>
<td>0.0003</td>
<td>0.0000</td>
<td>11</td>
<td>0.1544</td>
<td>0.6121</td>
<td>0.0994</td>
<td><strong>0.0000</strong></td>
</tr>
<tr>
<td>6</td>
<td>0.0211</td>
<td>0.2366</td>
<td>0.0069</td>
<td>0.0000</td>
<td>12</td>
<td>0.4465</td>
<td>0.1687</td>
<td>0.1222</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

* = bold values are the minima.